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Artificial Intelligence techniques 

Fixed contingency approach 

Risk-based estimating 

Disadvantages:

Highly uncertain and complex environments? 

Early stages of the project?
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Research questions: 
1. Which properties identify similar projects? 

2. How much properties should be considered simultaneously? 

3. What interaction effects do exist between similarity properties?
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Main contributions 

1. Interview project managers to explore similarity properties 

2. Empirical analysis of risk underestimation (time and cost) in projects 

3. Investigate the impact of RCF on the forecasting accuracy
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Reference Class Forecasting (RCF)

= Statistical distribution of similar historical projects  
to correct project forecast 

1. Identify relevant class of historical projects 

Property A key project characteristic that is a good  
indicator for the similarity between projects  

2. Determine distribution for the reference class 
3. Cumulative frequency in function of forecast error 

e.g. 80% of the historical projects have  
a forecast error of 15% 

4. Inverse cumulative distribution to determine uplift 

e.g. 10% uplift of budget/timing required to have a  
5% chance of cost/time overrun
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1. Data Collection - Properties 

Interviews with 76 project managers: 

Cross-country: Belgium and Italy 

Cross-industry: Construction, consulting, energy, IT, etc. 

Experience: Belgium (13.6 years) and Italy (9.5 years) 

Combination of literature review and input participants 

60 possible properties in 9 categories 

10% best scoring properties are identified: 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1	

Ini&al	survey	 Distribu&on	 Collec&on	of	scores	

Extend	survey	

Final	survey	

Feedback	loop	

Processing	of	answers	

•  27	proper&es	
•  9	categories	

•  60	proper&es	
•  76	respondents	

repeat?	

yes	

no	

1. Type of deliverable 

2. Project complexity 

3. Company experience 

4. Project definition 

5. Governmental law 

6. Impact employees
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1. Data Collection - Properties
2. Data Collection - Projects 

Data of 52 projects was collected 

63% of projects have cost overruns (average = 16%) 

Average cost underestimation is 30.5% 

Average cost overestimation is only 9.2% 

Important information for RCF 

Forecasted and actual cost/duration = Forecast error 

Values for the similarity properties 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Property Scale Property values
(A) Type of deliverable Nominal Product Service Combination
Absolute (#) 7 9 36
Relative (%) 13 17 69
(B) Project complexity Ordinal High Average Low
Absolute (#) 17 25 10
Relative (%) 33 48 19
(C) Experience of company Ordinal 6 10 > 10, < 40 > 40
Absolute (#) 17 18 17
Relative (%) 33 35 33
(D) Project definition Nominal New Modification Redo
Absolute (#) 19 24 9
Relative (%) 37 46 17
(E) Governmental law Ordinal High Average Low
Absolute (#) 14 23 15
Relative (%) 27 44 29
(F) Impact on the employees Ordinal High Average Low
Absolute (#) 14 19 19
Relative (%) 27 37 37

Table 6: Absolute and relative number of projects per property value

forecast error as the response variable and the six properties as categorical explanatory

variables. In order to find the properties with the best fit to the model, we will conduct

the statistical analysis over multiple iterations given that each time the property with

the highest p-value (i.e. least significant) is removed from the model. The results of

the statistical analysis are shown in table 7. We observe that the corrected model can

be supported at the 5% significance level over the di↵erent iterations. The adjusted R

squared increases from 25.8% to 35%, which implies that around 30% of the variance in

the forecast error data can be explained by the proposed model. Finally, we observe that

the type of deliverable (A), experience of the company (C) and project definition (D) are

the best indicators for the cost forecast error (p < 0.05).

4.3. Application of RCF

The set of projects that was collected previously enables us to analyse the accuracy

of RCF. This verification process consists of two phases. First of all, an appropriate

framework of reference classes to apply RCF is constructed by making use of combinatorics.

Secondly, the accuracy of RCF is determined and is validated by implementing a K-fold

cross-validation. In the following section, we provide specific definitions and characteristics

of two important concepts in RCF: a reference class and a combination of reference classes.

The di↵erent parts of the approach will be explained along the following lines.

18
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1. Data Collection - Properties

2. Data Collection - Projects

3. RCF - Construct reference classes

Different # properties 

Different combinations of properties  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1. Data Collection - Properties

2. Data Collection - Projects
3. RCF - Construct reference classes
4. RCF - Determine forecasting accuracy

K-fold cross-validation with 100 iterations 

Training set: Determine the accuracy of a reference class 

Test set: Validate the accuracy of a reference class 

Accuracy computation 

Intra-accuracy = Average improvement forecast based on  
uplift of projects in the same reference class

Inter-accuracy = Average improvement forecast based on  
uplift of projects in other reference classes
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1. General findings

Average forecasting accuracy improves with 2.41 %points 

‘Project definition’: + 3.90 %points 

‘Governmental law’ and ‘Impact employees’: - 0.19 %points and -0.57 %points 

Best combination (+5.47 % points): ‘Type of deliverable’ + ‘Project definition’ + ‘Governmental law’ 

“RCF improves the forecasting accuracy, but its performance depends on the properties”  
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Number of properties
(A) 1 2 3 4 5 6 Total

A 1.63 AB -0.79 ABC 5.29 ABCD 4.50 ABCDE 4.49 ABCDEF 3.24
B 0.27 AC 5.42 ABD 4.91 ABCE 5.46 ABCDF 3.18
C 1.82 AD 5.42 ABE -0.95 ABCF 3.87 ABCEF 4.08
D 3.90 AE -0.38 ABF 0.98 ABDE 5.16 ABDEF 4.97
E -0.19 AF -0.52 ACD 4.24 ABDF 5.22 ACDEF 3.11
F -0.57 BC -0.17 ACE 4.53 ABEF 1.50 BCDEF 3.19

BD 2.99 ACF 4.40 ACDE 3.80
BE -0.35 ADE 5.47 ACDF 2.12
BF 0.12 ADF 4.61 ACEF 3.18
CD 3.64 AEF -0.19 ADEF 5.41
CE -0.08 BCD 2.88 BCDE 2.96
CF -0.02 BCE -1.46 BCDF 2.31
DE 3.37 BCF -0.82 BCEF -0.15
DF 3.44 BDE 1.66 BDEF 0.97
EF 1.04 BDF 3.30 CDEF 2.75

BEF 1.18
CDE 2.07
CDF 2.33
CEF -0.77
DEF 2.79

Number of properties
1 2 3 4 5 6 Total

A 1.63 AX 1.83 AXX 3.33 AXXX 4.02 AXXXX 3.97 AXXXXX 3.24
B 0.27 BX 0.36 BXX 1.70 BXXX 3.18 BXXXX 3.98 BXXXXX 3.24
C 1.82 CX 1.76 CXX 2.27 CXXX 3.08 CXXXX 3.61 CXXXXX 3.24
D 3.90 DX 3.77 DXX 3.43 DXXX 3.52 DXXXX 3.79 DXXXXX 3.24
E -0.19 EX 0.72 EXX 1.43 EXXX 3.10 EXXXX 3.97 EXXXXX 3.24
F -0.57 FX 0.81 FXX 1.78 FXXX 2.72 FXXXX 3.71 FXXXXX 3.24

Average 1.14 1.54 2.32 3.27 3.84 3.24 2.41
Exlude Worst 1.49 1.91 2.87 4.38 4.49 -
Exclude 2 Worst 1.90 2.75 4.33 4.50 - -
Exclude Best 0.58 0.40 1.19 2.95 3.82 -
Exclude 2 Best 0.26 -0.19 0.20 1.63 - -

Table 7: (A) Average accuracy (percentage points improvement) per combination of reference classes, (B)
Average accuracy per property and (C) Average accuracy with exclusion of properties
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2. Impact # properties

Accuracy improves with the number of properties 

5 properties results on average in the highest accuracy 

Trade-off between higher similarity (more properties) and larger size of reference class (fewer properties) 

 
“As more properties are added, the positive interaction effects between the properties increase“ 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3. Impact relations between properties

Excluding worst properties improves the forecasting accuracy 

Excluding best properties reduces the forecasting accuracy 

“A careful selection of the properties allows us to obtain even better results”  
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4. Impact uplift computations

Average uplifts neglect the information in the standard deviation of the forecast errors 

Combined approach with prediction interval is only better when outliers are removed 

“Changing the uplift computations to consider variability in reference classes should be done with care”  
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Table 12 
Average accuracy (percentage points improvement) with adjusted uplift com- 
putations for different numbers of properties . 

# Properties AVG 50%CI 90%CI 95%CI 99%CI ADAPT 
ALL 2.41 −2.31 −9.12 −11.19 −14.97 2.95 
1 1.14 −4.86 −14.36 −16.94 −21.57 1.73 
2 1.54 −2.51 −9.76 −11.94 −15.87 1.92 
3 2.32 −2.57 −9.33 −11.29 −15.02 2.68 
4 3.27 −1.57 −7.68 −9.69 −13.42 3.85 
5 3.84 −0.65 −6.04 −7.80 −10.83 4.68 
6 3.24 0.24 −4.48 −6.03 −8.70 4.33 

Compared to the initial experimental setup (with six properties), 864 
this result outperforms the accuracy for five and six properties 865 
(thus including properties E and F). The opposite is true when the 866 
best-performing properties are neglected since all of the positive 867 
interaction effects disappear. In case that both properties C and 868 
D are neglected, we notice that the application of RCF results in 869 
marginal improvements or even negative results (i.e. two proper- 870 
ties without C and D). In summary, the accuracy increases with 871 
an increased number of properties, however, a careful selection of 872 
the properties allows us to obtain even better results and it also 873 
reduces the effort required to collect the property data. 874 

Impact of the uplift computations . As shown in Eqs. (4) –(6) , the 875 
uplift that is used to adjust the forecast for the projects is com- 876 
puted based on the average forecasting error in the respective ref- 877 
erence classes. By only focusing on these averages, important in- 878 
formation about the standard deviation of the forecasting errors is 879 
neglected. Therefore, we have tested a practical approach in which 880 
the uplift is computed as a combination of (1) the average fore- 881 
casting error and (2) the 50%, 90%, 95% and 99% prediction interval 882 
(see ‘Impact of the number of properties’). More precisely, the up- 883 
lift is equal to the average forecasting error increased with the up- 884 
per bound of the respective prediction intervals to incorporate the 885 
forecast error variation. The results are presented in Table 12 and 886 
show that the performance of the RCF technique deteriorates as 887 
the forecast error variation is included in the uplift calculations. 888 
We observe a negative improvement of the forecast accuracy al- 889 
ready when only the 50% prediction interval upper bound is used. 890 
This decrease in accuracy is independent of the number of prop- 891 
erties, except for 6 properties a small accuracy improvement is 892 
observed. This observation shows that it is not suggested to ar- 893 
tificially increase the uplift and validates our initial approach to 894 
calculate the uplift. Based on a detailed analysis of the computa- 895 
tional results, we observed that the lower accuracy could be ex- 896 
plained by outliers with respect to forecasting errors in some ref- 897 
erence classes. These outliers inflated the standard deviation and, 898 
subsequently, a disproportional increase in the uplift resulted in 899 
a lower forecasting accuracy for the other projects. Therefore, we 900 
have also tested an approach to compute the uplift (column ‘Adapt’ 901 
in Table 12 ) in which the outliers (i.e. outside of the 90% predic- 902 
tion interval) are excluded from the calculation of the mean fore- 903 
casting error. Subsequently, this forecasting error was used to cal- 904 

culate the uplift as shown in Eq s . (4) –(6) , without considering the 905 
forecast error variation. The computational experiments show that 906 
the adapted approach does not only outperform the different vari- 907 
ants that consider the forecast error variation, but even improves 908 
the initial approach to calculate the uplift. In Table 12 , the best 909 
percentage points improvement in each row is highlighted in bold 910 
and we observe that the adapted approach is the best approach to 911 
calculate the uplift, independent of the number of properties. 912 

Duration forecast errors In the above computational experiments, 913 
we have conducted a cost analysis. However, the planned and ac- 914 
tual duration, and thus the resulting time forecast error, was also 915 
collected for each of the 52 projects. An analysis of the time fore- 916 
cast errors shows that the actual project duration is on average 15% 917 
( σ = 45.3) higher than the planned duration, which is highly simi- 918 
lar to the cost forecast error. In order to validate the proposed RCF 919 
technique, we have applied the same methodology - as described 920 
above for cost forecasting - for time forecasting. The results are 921 
summarised in Table 13 . We notice that the proposed RCF tech- 922 
nique also results in an improved accuracy of time forecasts as, 923 
on average, a percentage point improvement of 3.77% is obtained. 924 
This overall average accuracy is higher than the average accuracy 925 
observed in the cost analysis. Furthermore, the prediction intervals 926 
do not result in negative values for the improvement of the time 927 
forecasts, not even for high variation (i.e. 95% or 99% prediction 928 
interval) or low number of properties. Similar to the cost analy- 929 
sis, the average accuracy is highest in case that 5 properties are 930 
considered. 931 
6. Discussion 932 

In this research, we have shown that RCF is a promising tech- 933 
nique for project risk mitigation, especially when outliers are ex- 934 
cluded from the uplift calculations. Although we are convinced 935 
that our results are generalisable, there is no guarantee that the 936 
forecasting error will be improved for every specific project and 937 
program. Furthermore, we have resolved some of the limitations 938 
of RCF (such as the limited size of the reference classes in case 939 
that multiple properties are considered and the subjective identifi- 940 
cation of similarity properties), but we acknowledge that some of 941 
the limitations of RCF remain. Therefore, we present several recom- 942 
mendations for the practical implementation of the RCF technique 943 
in projects and programs: 944 

Data visualisation By visualising the statistical information 945 
within a reference class, the project manager 946 
gets valuable information about the data 947 
points (and their variance) underlying the 948 
proposed uplift. After analysing this infor- 949 
mation, the project manager can decide to 950 
implement the proposed uplift (outside view) 951 
or make adjustments based on the observed 952 
variance (inside view). 953 

Table 13 
Average accuracy of time forecast error (percentage points improvement) with different confidence intervals 
(LB & UB) for different numbers of properties . 

# Properties AVG 50%LB 50%UB 90%LB 90%UB 95%LB 95%UB 99%LB 99%UB 
ALL 3.77 3.07 4.52 1.95 5.60 1.60 5.95 0.91 6.63 
1 2.07 1.66 2.47 1.08 3.06 0.90 3.24 0.53 3.61 
2 2.53 1.93 3.13 1.07 3.99 0.79 4.27 0.25 4.81 
3 3.49 2.72 4.26 1.62 5.36 1.26 5.72 0.56 6.42 
4 4.90 3.95 5.85 2.65 7.21 2.15 7.65 1.28 8.52 
5 6.28 5.39 7.17 4.11 8.45 3.70 8.87 2.89 9.68 
6 6.24 5.40 7.09 4.18 8.30 3.79 8.70 3.01 9.47 
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1. Main observations

An average improvement in accuracy was obtained using RCF  

A careful selection of properties may lead to a better accuracy  

The performance of RCF might reduce when the method is based on poor-performing properties  

2. Critical comments

Data collection: As the number of properties increases, the size of the reference class decreases 

Subjectivity: Selecting the similarity properties and historical data is still subject to project managers’ preferences 

Flaw of averages: The average uplift might increase the forecast error for certain projects and introduce budget reserves

3. Future research

Combine inside and outside view: Incorporate expert judgement and allow customisation of uplift for specific projects 

Present objective guidelines on similarity property selection and reference class construction
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